Practical Model-Based Dose Finding in Early-Phase Clinical Trials

Optimizing Tissue Plasminogen Activator Dose for Treatment of Ischemic Stroke in Children
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Background and Purpose—A safe and effective tissue plasminogen activator (tPA) dose for childhood stroke has not been established. This article describes a Bayesian outcome-adaptive method for determining the best dose of an experimental agent and explains how this method was used to design a dose-finding trial for tPA in childhood.

Methods—The method assigns doses to successive cohorts of patients on the basis of each dose’s desirability, quantified in terms of the tradeoff between efficacy and toxicity. The tradeoff function is constructed from several pairs of equally desirable (efficacy, toxicity) probabilities specified by the physicians planning the trial. Each cohort’s dose is chosen adaptively, based on dose-outcome data from the patients treated previously in the trial, to optimize the efficacy-toxicity tradeoff. Application of the method to design the tPA trial is described, including a computer simulation study to establish design properties. A hypothetical cohort-by-cohort example is given to illustrate how the method works during trial conduct.

Results and Conclusions—Because only a dose that is both safe and efficacious may be selected and the method combines phase I and phase II by integrating efficacy and toxicity to choose doses, it avoids the more time-consuming and expensive conventional approach of conducting a phase I trial based on toxicity alone followed by a phase II trial based on efficacy alone. This is especially useful in settings with low accrual rates, such as trials of tPA for pediatric acute ischemic stroke. (Stroke. 2008;39:2627-2636.)
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Every year, at least 6 in every 100 000 children under the age of 18 years have a stroke.1,2 Ten percent of these children die, 20% have another stroke, and 70% have seizures or other neurologic deficits.3 The attendant healthcare needs of these children can persist for many decades and result in the loss of the most productive years of life.4

When administered acutely to appropriate adults, intravenous (IV) tissue plasminogen inhibitor (tPA) is relatively safe for treating ischemic stroke, but it is associated with a 6.4% risk of symptomatic intracerebral hemorrhage (SICH).5,6 Although children often arrive at hospital within the time window for tPA treatment,7,8 age-appropriate tPA safety data and dosing guidelines are lacking. There are critical physiologic differences between the hemostatic systems of children compared with those of adults,9,10 including decreased levels of many coagulants, suggesting that the dosing guidelines for tPA for stroke in adults may not be safe or efficacious in children. In children, the fibrinolytic system is overall hypoactive. By the age of 2 years, plasminogen concentrations are compatible to those of an adult. Baseline tPA concentrations in the blood of 1- to 16-year-old children are ≈50% lower than in adults.9 A study of 14- to 18-year-old female patients demonstrated that teenagers have lower veno-occlusive–stimulated fibrinolytic activity (50% to 70%) compared with that in adult men and women.11

Andrew et al9 showed that in teenagers, concentrations of plasminogen activator inhibitor-1, the predominant inhibitor of tPAs, were increased compared with those observed in adults. Plasminogen and its inactivating protein (α2-antiplasmin) are not similar across childhood and in the adult.9 The need for an increased tPA dose in children to promote fibrinolysis is supported by the lower baseline levels
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of tPA (lower activity) and the increased plasminogen activator inhibitor concentrations (increased level of inhibition). Another factor suggesting that increased doses of tPA are needed in children is related to differences in the pharmacokinetics of tPA in children and adults, which suggest that higher tPA doses (mg/kg body weight) are needed to achieve comparable plasma concentrations in children because of an increase in the volume of distribution and possibly a more rapid hepatic clearance. In adults, tPA distributes in a volume approximating plasma volume which, when normalized to weight, is much higher in children. Therefore, developmental differences in hemostasis and drug distribution suggest that safety and efficacy data cannot be used to extrapolate tPA dosages from adults to children.

tPA is increasingly being given for childhood stroke in the absence of safety and efficacy data for children and often outside adult standards, including intervals from stroke onset well beyond 3 hours. Early-phase clinical trials are therefore urgently needed to establish whether tPA is effective in childhood stroke with acceptable levels of toxicity.

**Dose-Finding Clinical Trial Objective**

This article has 2 purposes. The first is to describe a Bayesian statistical procedure, proposed by Thall and Cook, for determining the best dose of an experimental agent. The second purpose is to explain how this method was used in the design of a dose-finding trial for tPA in childhood acute ischemic stroke (AIS). Section 2 provides general reviews of Bayesian statistics and outcome-adaptive dose selection. Section 3 reviews the dose-finding method, including the underlying dose-outcome probability model, efficacy-toxicity tradeoffs, and the adaptive algorithm for assigning doses to patients during trial conduct. In section 4, we explain how the method was applied to design the trial of tPA for treatment of AIS in children. This example includes computer simulations to describe the design’s average behavior, and we also give a hypothetical cohort-by-cohort illustration of how the method works in practice. We close with a discussion of practical and ethical issues that should be considered when implementing the method.

**Statistical Preliminaries**

**Bayesian Statistics**

Because the dose-finding method that we describe relies on a Bayesian statistical framework, we first briefly review the Bayesian paradigm. In Bayesian statistics, there are 2 types of objects. The first is a vector of 1 or more parameters, which we denote by the Greek symbol θ, and the second is the observed data. Although parameters are not observed, they describe important aspects of the phenomenon giving rise to the data. For example, θ may include the probabilities of efficacy and toxicity in a dose-finding trial, the effects of patient covariates such as age or disease severity, or median survival time. A Bayesian model has 2 components. The first is a function, likelihood (data | θ), which describes the probability of the observable data for a given θ. Some common likelihood functions are the normal (bell shaped) distribution, the binomial distribution for binary (success/failure) data, and the exponential distribution for event times. In contrast with conventional frequentist statistics, which treats θ as fixed but unknown, the Bayesian paradigm considers θ to be random. Thus, a Bayesian model also requires a probability distribution, prior (θ), which describes what is known about θ before observing the data. So-called “uninformative” priors often are used in settings where little is known about θ before the data are observed, and such priors often are formulated to contain the amount of information in 1 or 2 observations. In contrast, when historical data are available or the investigators have substantive knowledge about θ, a so-called “informative” prior may be formulated to reflect the historical data or prior knowledge. Once prior (θ) is established, the data are then used to learn about the probability distribution of θ by applying Bayes’ Theorem, which combines the prior and the likelihood to compute the posterior distribution,

\[
\text{posterior} (\theta | \text{data}) \propto \text{likelihood} (\text{data} | \theta) \times \text{prior} (\theta)
\]

The posterior describes what one knows about θ after observing the data. The symbol “∝” means “is proportional to” and reflects the technical requirement that the product likelihood (data | θ) × prior (θ) must be divided by p (data) to obtain the posterior. Thus, Bayes’ Theorem incorporates the information in the data by turning one’s prior into a posterior, which is then used to compute probability statements about θ and make statistical inferences.

Bayes’ Theorem may be applied repeatedly in successive stages as new data become available by using the posterior obtained after each stage as the prior for the next stage. By performing the prior-to-posterior computation repeatedly and making a decision or taking an action based on quantities computed from the posterior at each stage of this process, the Bayesian paradigm provides a natural framework for learning and taking actions on the basis of accumulating data during a clinical trial. Bayesian adaptive dose finding is an example of this type of dynamic process. A recent commentary on Bayesian methods is given by Berry.

**Outcome-Adaptive Clinical Trials**

Outcome-adaptive statistical methods in clinical trials repeatedly use the data from patients who have been treated previously in the trial to make interim decisions within the same trial. The data generally consist of each patient’s treatment and outcome, and some methods also use patient prognostic covariates. Examples of interim decisions include whether to stop or continue the trial, what to conclude if the trial is stopped, whether to terminate a particular treatment arm, revision of the planned sample size, or what treatment or dose to assign to the next patient or cohort of patients. Outcome-adaptive methods contrast sharply with the common statistical practice of leaving information that accrues during a trial untouched throughout the course of the study and only analyzing it at the end.

An outcome-adaptive dose-finding procedure starts by treating the first cohort at a dose that initially is considered to be acceptably safe. Usually, this is the lowest dose among those being studied, although this is not necessarily the case. Most outcome-adaptive phase I trials use a binary indicator of
toxicity as the outcome. When the outcomes from the first cohort of patients treated at the initial dose are observed, these data are used as a basis for choosing the dose for the next cohort. This process is repeated, with each new cohort’s dose chosen based on the outcome of the previous patients’ dose-toxicity data. Although there are many methods for dose finding based on toxicity in phase I clinical trials, by far the most commonly used are variants of conventional “3+3” algorithms. Although 3+3 methods are outcome-adaptive, they only use the data from the most recent 1 or 2 cohorts. Numerous computer simulation studies have shown that 3+3 algorithms have very poor properties when compared with outcome-adaptive methods that use all of the currently available data.17,18

Bayesian outcome-adaptive methods base each interim decision on the most recently updated posterior (see equation above), and thus use all of the currently available data for each decision. For each new cohort of patients, the most recent data are used to update the dose-outcome probabilities by using the new posterior, and this is used as a basis for choosing the new cohort’s dose. This posterior then becomes the new prior, and the process is repeated each time new data become available and a dose must be chosen. Each new dose may be higher than, the same as, or lower than the previous dose, depending on the data.

Review of the Method
The dose-finding method described herein differs from conventional phase I methods in 2 essential ways. First, it uses both efficacy (E) and toxicity (T) to determine doses for successive patient cohorts rather than relying on T alone. The second difference is that it is based on a Bayesian statistical framework. The method has 3 basic components. The first is a Bayesian model that accounts for the probabilities of E, often referred to as “response,” and T as functions of dose. The second component consists of criteria that allow the investigators to determine the set of doses that have both acceptably low toxicity and acceptably high efficacy. The third component is a function for evaluating the tradeoff between the probabilities of E and T for each dose, and it provides a basis for quantifying the desirability of each dose. The tradeoff function is based on several elicited (E, T) probability pairs that are considered by the physician to be equally desirable targets. Each cohort receives the most desirable dose based on the most recently updated posterior. The method may be called a “phase I/II” design because it combines the goals of conventional phase I and phase II trials, including evaluating toxicity, evaluating efficacy, and finding an acceptable dose in affected subjects.

Determining a Starting Dose
The starting dose is not necessarily the lowest dose being considered. When specifying the doses to be studied, a physician may initially specify a set of doses with the lowest as the starting dose. However, with this approach, if the lowest dose is found to be un acceptably toxic, the trial must be stopped. It is common practice to then add 1 or more lower doses and then restart the trial, subject to institutional review board approval. To deal with such eventualities ahead of time, it is very useful to specify such lower doses initially so that they may be included in the design from the start, to avoid having to stop the trial, add lower doses, and then restart. If the trial begins at the same initial dose originally specified, the starting dose is now no longer the lowest. Phase I designs that use toxicity as the only criterion for dose finding often start at the lowest dose for fear of excessive toxicity. However, one may argue that dose-finding trials that account for efficacy should start at the highest dose for fear of administering an ineffective dose. In practice, a dose-finding trial that uses efficacy may start at the highest dose for this reason. Thus, when doing dose finding based on both efficacy and toxicity, choosing a starting dose depends on one’s prior relative concern of overdosing and underdosing patients.

Outcomes and Probabilities
In practice, the definitions of “efficacy” and “toxicity” will vary widely, because these events are highly dependent on the particular medical setting. Consequently, it is essential that each outcome be defined collaboratively by the researcher and statistician in a manner that is appropriate to the particular trial at hand. Likewise, the probabilities of these events that are considered acceptable also will depend on the particular disease being treated, the trial’s entry criteria, and the rates of efficacy and toxicity that may be expected with whatever standard therapies may be available. Whichever outcome variable is chosen, it should be well defined, clearly measurable, and clinically relevant; because the design requires outcomes that can be observed quickly enough to choose doses adaptively, the efficacy outcome should have a reasonable association with a long-term treatment benefit.

In many settings, there is a positive association between toxicity and efficacy, which provides the rationale for the conventional practice of using toxicity alone to identify a “maximally tolerated dose” when evaluating cytotoxic agents. When toxicity and efficacy occur independently or are negatively associated, which may be the case with biologic agents having complex effects on clinical outcome, conventional dose-finding methods may be inadequate or just plain wrong.

In AIS, for a fibrinolytic agent, efficacy can be defined as the presence of recanalization because it constitutes reversal of the ischemic occlusion.

In AIS, the toxicity of a fibrinolytic agent is defined as significant hemorrhage manifesting as either an SICH or a symptomatic systemic bleed. Using this as a combined outcome variable, though intuitively clear, may still pose some difficulty in terms of interpretation. It may be assumed that SICH is associated with recanalization or efficacy, as arterial blood flow is required to create a significant hemorrhage. Nonetheless, it is unclear that this is necessarily the case. Hemorrhagic transformation as opposed to SICH, which occurs in 15% to 43% of patients with AIS, is thought by some to be due to augmented collateral circulation, and timing rather than recanalization may be the salient risk factor for hemorrhagic transformation.19 tPA may also have excitotoxic or cytotoxic effects that contribute to the risk of hemorrhagic transformation and SICH.20 Therefore, it is unclear whether toxicity and efficacy have a positive associ-
ation, have a negative association, or are independent of each other.

The dose-finding method described herein provides a compromise between the scientific goal of the study, which is to determine the most appropriate dose for future patients as reliably as possible, and the ethical goal of giving each successive cohort treated during the trial the best possible dose based on the most recent interim data. Early in the trial, the successively chosen doses may vary substantially, because the amount of data is small. As the data accumulate and each successive posterior becomes more informative, the method is more likely to assign patients to the most desirable dose or doses, if they exist, and the emphasis shifts toward reducing variability in outcomes. Practically, this can be thought of as affirming or confirming the results at or near the final chosen dose with a larger, more focused sample.

To apply the method, E and T may be defined in 2 different ways. In the first, E and T are defined in such a way that both cannot occur, so the 3 possible outcomes are {E, T, neither}. The second way, which was used in the tPA trial design, allows the possibility that both E and T may occur in the same patient. Thus, each patient has 1 of 4 possible elementary outcomes: {E and no T}, {E and T}, {no E and no T}, and {no E and T}. The event E thus can occur in 2 different ways: {E and T} or {E and no T}, and similarly, T occurs if the patient’s outcome is either {E and T} or {no E and T}. A patient with outcome {E and T} has achieved the desired efficacy event but also suffered toxicity, so this is at once a good outcome and a bad outcome. Although one may hope to achieve the best possible outcome, {E and no T}, and avoid the worst possible outcome, {no E and T}, in practice one should account for all 4 possibilities. To sort out this structure and provide a method for choosing doses that makes sense scientifically and ethically, the method relies on statistical models for the probability of E as a function of dose, which we denote for brevity by \( \pi_E(dose) \), and the probability of T as a function of dose, denoted by \( \pi_T(dose) \). The latter represents the usual dose-toxicity curve used by conventional methods based on toxicity alone. The algorithm for choosing doses is built around the probability pair \( \pi(dose) = (\pi_E(dose), \pi_T(dose)) \). The method may be tailored to accommodate trials wherein the definition of E excludes the occurrence of T, and thus, only the 3 elementary outcomes, E, T, and {neither E nor T}, are possible. Technical details are given in Thall and Cook\(^15\) and Thall et al.\(^21\)

**Acceptability Criteria**

The method uses 2 different types of criteria to choose doses, both computed with the posterior based on the most current data under the Bayesian model. The first criterion determines whether each dose is acceptable. Let \( \pi_L \) be a fixed lower limit on \( \pi_E(dose) \) and \( \pi_U \), a fixed upper limit on \( \pi_T(dose) \). The particular numeric values of \( \pi_L \) and \( \pi_U \) should be motivated by the definitions of E and T and what are considered medically acceptable levels of these events when treating the particular disease. Selection of these values can be guided on the basis of existing clinical or published data based on an established standard (eg, other treatment, no treatment, or heparin) or the natural rate of an event (rate of spontaneous efficacy-recanalization or toxicity-SICH) occurring in the studied population. For example, if toxicity includes regimen-related death and this has a historical rate of 10% with standard treatment, whereas only doses with at least a 50% efficacy rate are of interest, then \( \pi_L = 0.10 \) and \( \pi_U = 0.50 \) are appropriate. In contrast, for a combined phase I dose finding and phase IIA activity trial of a new biologic anticancer agent that does not carry the risk of regimen-related death but at worst has moderate toxicities, with a targeted 20% or larger tumor-response rate, \( \pi_L = 0.30 \) and \( \pi_U = 0.20 \) may be appropriate Given the current data, a dose is acceptable if it has both acceptably high efficacy and acceptably low toxicity, formally, if it is not unlikely that either \( \pi_E(dose) \) is below \( \pi_L \) or that \( \pi_T(dose) \) is above \( \pi_U \). These 2 criteria act as gatekeepers, 1 for E and 1 for T. Only acceptable doses may be used to treat patients in the trial. If there are 2 or more acceptable doses, however, then an additional criterion is needed to select the best among them.

**Dose Desirability and Efficacy-Toxicity Tradeoffs**

Because the probability pair \( \pi(dose) = (\pi_E(dose), \pi_T(dose)) \) for each dose is 2-dimensional, to use \( \pi(dose) \) as a basis for selecting a best acceptable dose it must be reduced to a 1-dimensional value. This is done by using the following geometric construction. First, the researchers must specify 3 or more probability pairs (ie, probability of E and T) that they consider equally desirable targets. These are represented by the triangular points in Figure 1. Each elicited target represents a tradeoff between the probability of achieving a response and the risk of toxicity. A curve is fit to the pairs, and this curve is called the target E-T tradeoff contour. The reference contour is used to generate a family of tradeoff contours so that every possible \( \pi \) falls on exactly 1 contour. A numeric desirability is assigned to each contour, so that all \( \pi \) on the same contour are equally desirable. Figure 1
illustrates the contours used for the tPA trial, with the target contour given by the thick line. In Figure 1, all \( p \) on the target contour have desirability equal to 1, all \( p \) on contours above the target have desirability <1, with the desirability decreasing as \( p \) moves away from the target contour toward the worst possible point \( p=(0,1) \). The desirability of each point below the target contour is >1 and increases as \( p \) moves toward the ideal point \( p=(1,0) \), which corresponds to certain response and no risk of toxicity. During the trial, the current posterior mean of \( p(dose) \) is computed for each acceptable dose, the contour where this pair is located is determined, and the desirability of that contour is then assigned to \( d \). The acceptable dose having the highest desirability is assigned to the next cohort. Technical details of this construction are given in Thall et al\(^{21} \) and Thall.\(^{22} \)

**Trial Design and Conduct**

To construct a design, one must first establish trial inclusion/exclusion criteria, treatment and doses (number of doses and actual dose amounts), the definitions of E and T, maximum sample size, and cohort size. The *prior* is constructed on the basis of *prior* means of \( p_0(dose) \) and \( p_1(dose) \) at each dose to be studied in the trial. The acceptability boundaries \( p_0 \) and \( p_1 \) must be specified, as well as target \( p \) pairs to construct the target contour and the resulting family of tradeoff contours.

The rules for trial conduct are as follows: (1) Treat the first cohort at the starting dose specified by the researchers. (2) For each cohort after the first, if there is at least 1 acceptable dose, then treat the next cohort with the most desirable acceptable dose, subject to rules 3 and 4. (3) For each cohort after the first, no untried dose may be skipped, either when escalating or de-escalating. (4) At any interim point in the trial, if there are no acceptable doses, stop the trial and do not select any dose. (5) If the trial is not stopped early and there is at least 1 acceptable dose at the end, then select the acceptable dose having the largest desirability.

Rule 4 may be regarded as a combination of 2 more conventional rules, a “safety” rule that stops a trial if the treatment is too toxic or a “futility” rule that stops a trial if the treatment is ineffective. Consequently, the numeric values of the limits \( p_0 \) and \( p_1 \) and the cutoffs \( p_h \) and \( p_f \) used to define the 2 “gatekeeper” criteria are very important.

**Computer Simulation as a Design Tool**

Because this design is complex, before using it to conduct a trial, it is essential to simulate the trial on the computer under each of several dose-outcome scenarios to evaluate the design’s operating characteristics (OCs). A dose-outcome scenario consists of fixed values of \( p_0(dose) \) and \( p_1(dose) \) for each dose to be studied in the trial. With the design, the trial is simulated a large number of times (1000 or more) under each scenario, and the results are recorded. The OCs consist of the selection probabilities and average sample sizes at each dose and the probability of stopping the trial early. These values are analogous to the usual type I error probability and power of a conventional test of hypothesis. The simulation results may be used to study the design and, if necessary, adjust its parameters to obtain good OCs. An acceptable design must have a high probability of stopping early and choosing no dose in scenarios wherein all doses are unacceptably toxic or ineffective and reasonably high probabilities of selecting desirable doses when they exist. Computer simulation allows one to conduct a “thought experiment” ahead of time without risking patient’s lives by using preliminary simulation results as a tool to calibrate the design.\(^{15–22} \)

As an additional check, it also is useful to see whether the design behaves reasonably at the start for specified data from the first 1 or 2 cohorts. A computer program, EffTox, which performs all necessary computations, is freely available for download at the website http://biostatistics.mdanderson.org/SoftwareDownload/.

EffTox requires numeric values of all of the quantities noted earlier, and it computes the *prior* and the family of tradeoff contours. EffTox includes a graphical user interface for plotting the target points and the resulting target contour during the elicitation process, so that one may modify the targets interactively. The targets may be established at the same time as the anticipated mean \( p_0(dose) \) and \( p_1(dose) \) values used to construct the *prior*. The targets represent what one would like to achieve, similar to specifying an alternative parameter value when constructing a test of hypotheses. In contrast, the elicited *prior* means represent what one anticipates actually will happen, and they essentially provide a starting point for the model. EffTox also supports simulations and trial conduct.

**Trial of tPA for Pediatric AIS**

**Rationale for Optimizing tPA Dose in Children**

Because AIS in childhood is significantly less common than adult stroke and has significant delays to diagnosis,\(^8 \) identification of eligible study subjects within the acute time period for tPA (3 hours from stroke onset for IV therapy and 6 hours from onset for intra-arterial therapy) may be difficult. Because traditional phase I clinical trials ignore efficacy and thus are limited in their ability to fulfill these criteria, a phase I/II trial was designed in which tPA would be given to patients age 2 to 17 years with radiographically confirmed AIS or cerebral artery occlusion, IV if within 3 hours or intra-arterially if within 6 hours of the onset of symptoms. For simplicity, the intra-arterial portion of the study has been excluded from the dose-finding design discussed herein.

The outcomes used by the dose-finding method are evaluated 48 hours after beginning treatment. Efficacy is defined for the purposes of this trial as angiographic recanalization or restoration of flow past the area of occlusion on follow-up magnetic resonance angiography. As with all short-term outcomes used to characterize treatment effect for the purpose of making outcome-adaptive decisions, the method relies on the assumption that efficacy as defined is associated with long-term treatment benefit. As in any early-phase trial, although efficacy certainly is not a perfect surrogate for long-term treatment effect, this assumption is a reasonable compromise made to construct a feasible design. Toxicity is defined as fatal or symptomatic intracranial or systemic hemorrhage (ICH). SICH is defined as a newly identified hemorrhage seen on neuroimaging associated with a worsening of 4 or more points on the Peds-National Institutes of
Health Stroke Scale or a change in the level of consciousness. Typically, the occurrence of any ICH with tPA administration is considered dose-limiting. However, there may be sequelae of ICH thought to be asymptomatic in the acute period. Thus, given the prognosis of the eligible patients, we think it appropriate to use a less-restrictive definition of toxicity.

**tPA Trial Design**

The dose-finding method was applied as follows. A maximum of 24 patients will be treated in cohorts of size 2, for a maximum of 12 cohorts. Each cohort will receive treatment with IV tPA chosen from the established range of 4 possible doses (0.6, 0.8, 1.0, or 1.2 mg/kg body weight), with the first cohort treated at 0.8 mg/kg. Candidates with strokes who missed the established 3-hour cutoff window for IV tPA treatment but are imaged in the first 6 hours after symptom onset will serve as a parallel nonrandomized control group for the protocol, because they will be treated at 0 mg/kg tPA. Based on the same rationale that motivated the definitions of E and T, the acceptability limits $\pi_E=0.20$ and $\pi_T=0.20$ will be applied. The target tradeoff contour is based on the 3 equally desirable targeted tradeoff probability pairs (0.50, 0.05), (0.40, 0), and (1.0, 0.20). In Figure 1, the resulting target E-T tradeoff contour is illustrated by the solid curve, and other contours are given by dashed lines. Table 1 gives the means of $\pi_E(dose)$ and $\pi_T(dose)$ used to determine the prior, which was calibrated to contain very little information, with the effective sample size between 1.34 and 1.50 for the prior on each $\pi_E(dose)$ or $\pi_T(dose)$.

On the basis of the ECAS I trial that reported 19% SICH, we adopted this as an acceptable upper limit of the toxicity of our trial. However, a relative high efficacy is necessary to justify such a relative high toxicity, and thus the limit of efficacy is set at 70% with the premise that 100% efficacy cannot be achieved. Furthermore, a recent meta-analysis showed a recanalization rate as high as 70% and efficacy in systemic thrombolysis in children for non-central nervous system thrombosis being close to 70%.

**Computer Simulation Results for the tPA Trial Design**

The OCs of this trial design were computed under 8 dose-toxicity scenarios, with maximum sample sizes of 24 or 48 and cohorts of size 2 or 3, for a total of 32 combinations of scenarios. Each scenario is characterized by the tabled “true $\pi_T$, $\pi_E$” values, which were used to simulate patient outcomes under that scenario according to the dose-finding design. For each dose, “desirability” quantifies the true $\pi_T$, $\pi_E$ pair under the E–T tradeoff (Figure 1) used by the design. Each tabled “% selected” and “No. of patients treated” at each dose is the average value over 1000 simulated trials under the assumed scenario.

### Table 1. Prior Mean Outcome Probabilities

<table>
<thead>
<tr>
<th>tPA Dose, mg/kg</th>
<th>0</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficacy</td>
<td>0.15</td>
<td>0.50</td>
<td>0.55</td>
<td>0.65</td>
<td>0.70</td>
</tr>
<tr>
<td>Toxicity</td>
<td>0.01</td>
<td>0.04</td>
<td>0.07</td>
<td>0.15</td>
<td>0.20</td>
</tr>
</tbody>
</table>

For each tPA dose, the tabled values are the mean probabilities of E and T that were anticipated, based on clinical experience and interpretation of published results, before trial conduct.

### Table 2. Computer Simulation Results for the tPA Trial Conducted With the E–T Dose-Finding Design, Under Each of 4 Dose-Outcome Scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04</td>
<td>0.05</td>
<td>0.15</td>
<td>0.20</td>
<td>0.70</td>
</tr>
<tr>
<td>True $\pi_T$, $\pi_E$</td>
<td>0.05</td>
<td>0.62</td>
<td>0.67</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>Desirability</td>
<td>1.04</td>
<td>1.21</td>
<td>0.84</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>% Selected</td>
<td>41</td>
<td>46</td>
<td>11</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>No. of patients treated</td>
<td>9.7</td>
<td>9.8</td>
<td>3.9</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.20</td>
<td>0.40</td>
<td>0.45</td>
<td>0.05</td>
</tr>
<tr>
<td>True $\pi_T$, $\pi_E$</td>
<td>0.02</td>
<td>0.40</td>
<td>0.45</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Desirability</td>
<td>0.59</td>
<td>0.45</td>
<td>0.19</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>% Selected</td>
<td>77</td>
<td>16</td>
<td>1</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>No. of patients treated</td>
<td>15.7</td>
<td>5.6</td>
<td>1.3</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.01</td>
<td>0.20</td>
<td>0.02</td>
<td>0.40</td>
<td>0.05</td>
</tr>
<tr>
<td>True $\pi_T$, $\pi_E$</td>
<td>0.02</td>
<td>0.40</td>
<td>0.60</td>
<td>0.10</td>
<td>0.40</td>
</tr>
<tr>
<td>Desirability</td>
<td>0.70</td>
<td>0.94</td>
<td>1.17</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>% Selected</td>
<td>11</td>
<td>28</td>
<td>40</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>No. of patients treated</td>
<td>4.6</td>
<td>6.7</td>
<td>7.7</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.40</td>
<td>0.05</td>
<td>0.42</td>
<td>0.08</td>
<td>0.45</td>
</tr>
<tr>
<td>True $\pi_T$, $\pi_E$</td>
<td>0.42</td>
<td>0.08</td>
<td>0.10</td>
<td>0.50</td>
<td>0.20</td>
</tr>
<tr>
<td>Desirability</td>
<td>0.11</td>
<td>0.10</td>
<td>0.09</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>% Selected</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>92</td>
</tr>
<tr>
<td>No. of patients treated</td>
<td>4.2</td>
<td>1.9</td>
<td>0.8</td>
<td>0.2</td>
<td></td>
</tr>
</tbody>
</table>

Each scenario is characterized by the tabled “true $\pi_T$, $\pi_E$” values, which were used to simulate patient outcomes under that scenario according to the dose-finding design. For each dose, “desirability” quantifies the true $\pi_T$, $\pi_E$ pair under the E–T tradeoff (Figure 1) used by the design. Each tabled “% selected” and “No. of patients treated” at each dose is the average value over 1000 simulated trials under the assumed scenario.
scenario and design. For illustration, we present computer simulation results for the final design under each of 4 dose-outcome scenarios. The results are summarized in Table 2 and Figure 2. For each scenario in the figure, the true values of $E(\text{dose})$ and $T(\text{dose})$ are given on the horizontal and vertical axis, respectively. For each dose of 0.6, 0.8, 1.0, and 1.2 mg/kg, a shaded circle having area equal to the dose’s selection probability is given at the true $(\text{dose})$ location, and the tradeoff contour passing through $(\text{dose})$ is shown as a solid curve. The admissibility limits $E=0.20$ and $T=0.20$ are given as dashed straight lines in each plot. For example, the upper left-hand plot in Figure 2 illustrates the simulation results for scenario 1 in Table 2, where the 4 doses have respective desirability values of 1.04, 1.21, 0.84, and 0.70 and are selected with percentages 41, 46, 11, and 1. In contrast with scenario 1, in which all doses are safe, under scenario 2 the toxicity probabilities $T(1.0)=0.40$ and $T(1.2)=0.50$ are well above the acceptability limit $T=0.20$, and the method recognizes this. Scenario 3 is a difficult case in which all doses are safe, but $E(\text{dose})$ increases from 1 to 0.8.

### Table 3. Hypothetical Case-by Case Illustration of the tPA Trial Design for a 12-Cohort Trial With 2 Patients per Cohort

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Assigned Dose</th>
<th>E and T</th>
<th>E and No T</th>
<th>E and No T</th>
<th>No E and</th>
<th>No E and T</th>
<th>Posterior Desirability of Each Dose</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.88, 1.17, 1.26, 0.97</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.83, 0.78, 0.79, 0.70</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.63, 0.68, 0.78, 0.76</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0.64, 0.85, 1.26, 1.37</td>
</tr>
<tr>
<td>5</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.61, 0.85, 1.20, 0.44</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.60, 0.74, 1.00, 0.44</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.58, 0.66, 0.52, 0.11</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.56, 0.63, 0.52, 0.12</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.59, 0.70, 0.56, 0.11</td>
</tr>
<tr>
<td>10</td>
<td>0.8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.61, 0.75, 0.60, 0.11</td>
</tr>
<tr>
<td>11</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.67, 0.75, 0.46, 0.13</td>
</tr>
<tr>
<td>12</td>
<td>0.8</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.76, 0.86, 0.49, 0.12</td>
</tr>
</tbody>
</table>

The largest desirability at each stage is given in boldface type.

---

**Figure 2.** Graphic illustration of the selection probability and desirability of each dose in the simulation results summarized in Table 2. For each dose, the contour where the posterior mean of $(\text{Pr(Efficacy) Pr(Toxicity)})$ is located is given to illustrate the comparative desirabilities of the 4 doses based on the observed data. The selection probabilities of doses 1, 2, 3, and 4 and the probability of selecting no dose are represented by the areas of the corresponding discs.
$\pi_E(0.8)=0.40$ to $\pi_E(1.0)=0.60$ and then decreases to $\pi_E(1.2)=0.40$; i.e., efficacy is not monotone increasing with dose. The method recognizes this, selecting dose=1.0 the largest percentage of the time. Recall that the maximum sample size is only 24. With larger sample sizes, the probability of selecting the best dose in such cases also increases. Finally, scenario 4 shows that if all 4 doses are too toxic compared with the limit $\pi_T=0.20$ and the efficacy limit $\pi_E=0.20$ is only achieved at the highest dose, the method stops the trial with no dose selected 92% of the time. That is, the design is safe.

**A Cohort-by-Cohort Illustration**

Table 3 presents a hypothetical example of the outcomes for each of 12 successive cohorts, along with the posterior desirability of each dose. Recall that the dose having the highest desirability after a given cohort is assigned to the next cohort. The design starts at the second-highest dose, 0.8 mg/kg, and the first 2 patients have elementary outcomes (no E and no T) and (E and no T), so marginally there are 1/2 efficacies and 0/2 toxicities, and the posterior gives the highest desirability of 1.26 to dose 1.0 mg/kg. The second cohort thus is treated at this dose, both patients have outcome (no E and no T), all 4 desirabilities decrease, and the lowest dose, 0.6 mg/kg, becomes most desirable. The 2 patients in cohort 3 thus are treated at 0.6 mg/kg, both have outcome (no E and no T), and the 4 desirables all decrease again, but now 1.0 mg/kg again becomes most desirable, by a small margin over the highest dose of 1.2 mg/kg. Thus, the 2 patients in cohort 4 are treated at 1.0 mg/kg, and both have outcome (E and no T) The desirability changes substantially, with dose 1.2 mg/kg becoming the most desirable, so cohort 5 is treated at this dose. As shown by the remainder of Table 3, the trial de-escalates back to 0.8 mg/kg and remains there for the last 5 cohorts. This example illustrates typical behavior of the method, in that it is most variable early in the trial, reflecting the facts that very little data are available and the method may escalate to a dose, de-escalate, and later re-escalate as more data become available. It also shows how the Bayesian model “learns” about the dose-toxicity and dose-efficacy curves as data from the trial become available. Of the 24 patients, only the 2 in cohort 3 were treated at 0.6 mg/kg, and only the 2 in cohort 5 were treated at 1.2 mg/kg, with the remaining 20 treated at the middle doses of 0.8 or 1.0 mg/kg. In all, 4/24 toxicities and 11/24 responses were observed. This example illustrates the inherent statistical difficulties in small-scale dose-finding trials, namely, that very often few dose levels are actually used and some have very few patients. One may
consider the last portion of the trial, in which the final 10 patients are all treated at the same final dose level, to be its “phase II” stage. However, in general, there really is no separation between “phase I” and “phase II” with this design, and it may switch doses at any point on the basis of new data.

Based on the data in Table 3, Figure 3 gives the posterior distributions of $\pi_E(dose)$ and $\pi_T(dose)$ for each dose of 0.6, 0.8, 1.0, and 1.2 mg/kg tPA after 8, 16, and 24 patients. The posteriors after 8 patients show that a small amount is known about $\pi_E$, with the highest 2 doses clearly acceptable relative to $\pi_T=0.20$, and all doses appear to have little risk of toxicity. The posteriors after 16 patients are much more informative, with the distributions of $\pi_E(0.6)$, $\pi_E(0.8)$, $\pi_E(1.0)$, and $\pi_E(1.2)$ showing a clear separation and dose 1.2 mg/kg clearly too toxic. The final posteriors after 24 patients show that the highest 3 doses are all acceptably efficacious with 1.2 mg/kg being the best, but only doses of 0.6 and 0.8 mg/kg are clearly safe, so on the basis of this representation, it appears that 0.8 mg/kg is best. Figure 4 summarizes the information in a different way, giving the posterior means (heavy solid lines) and 95% credible intervals (dotted lines) of $Pr(Toxicity\ dose)$ (column 1), $Pr(Efficacy\ dose)$ (column 2), and desirability (column 3) as dose is varied from 0.8 to 1.2 mg/kg, based on data from 8, 16, and 24 patients.

The decision to escalate to an untried dose must be based on a prediction of what is likely to occur at that higher dose. This prediction is based on an extrapolation of the fitted model for $\pi_E(dose)$ and $\pi_T(dose)$ to higher values that have not yet been tried. Finally, the decisions made by the method described herein may be counterintuitive to those who are accustomed to using toxicity alone for dose finding. For example, the method is likely to stay at a safe and effective dose rather than escalate, whereas methods based on toxicity alone are likely to escalate if toxicity is under control.

Discussion

A number of other methods for dose finding with the use of outcomes that go beyond toxicity have been proposed. The Thall-Cook method is the only 1 to formalize efficacy-toxicity tradeoffs. This methodology requires substantial input from the researcher and considerable effort to construct the design, and it also requires computer programs for both trial design and trial conduct. From a scientific or clinical perspective, however, the greater input required from the researchers may be considered a virtue, rather than a drawback, of the method. A limitation is the practical necessity for using short-term outcomes, which requires an assumed association between efficacy and long-term treatment benefit. However, this is a design for a phase I/II trial aimed at determining an optimal dose, to be used in a subsequent, large-scale trial based on definitive long-term clinical outcomes.
Because only a dose that is both safe and efficacious may be selected, the method is intrinsically superior to the conventional approach of conducting a phase I trial based on T alone followed by a phase II trial based on E alone. Because the design integrates E and T, it avoids the unnecessarily time-consuming, expensive approach of performing phase I and phase II trials separately. This is especially important in settings with low accrual rates, such as the trial of tPA for pediatric AIS described in this report. Finally, combining phase I and phase II in this way also may facilitate the often cumbersome and costly transition to a phase III trial.
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